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Abstract

As the number of non-English documents that are available on the World Wide Web and in
corporate repositories increases, the ability to quickly and effectively search and view
documents across language boundaries will continue to grow in importance. Cross-language
information retrieval techniques allow searchers access to a wider range of material without
requiring specialized knowledge of the content or the languages in the database. We present in
this paper a cross-language information retrieval system based on a deep linguistic analysis of
documents and queries and a statistical model which assigns a weight to each word in the
database according to discriminating power. A comparison tool is used to evaluate all possible
intersections between queries and documents and order documents by their relevance.

Keywords: Cross-language information retrieval, linguistic analysis, statistical model,
bilingual dictionaries

1. Introduction

An information retrieval system accepts a query from a user and responds with a set of
documents. These documents are ordered by the probability of being relevant to the user's
request. The highest ranked document is considered to be the most likely relevant document;
the next one is slightly less likely and so on. Cross-lingual information retrieval aims to find
relevant documents that are in a different language from that of the query [GREFENSTETTE
1998]. Bilingual query expansion (“reformulation”) is often used to replace each query word
by all its possible translations in target language documents.

This paper describes the cross-language information retrieval system developed at LIC2M
[BESANCON & Al 2003]. This system is designed to work on Arabic, Chinese, English,
French, German, Italian, Spanish and Russian. It is based on developments and experiments
undertaken during the first cross-language European project EMIR (European Multilingual
Information Retrieval 1991-1994).

" This research work is supported by the EU EURO-MED programme project ALMA (Arabic Language Multilingual
Application).
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We present in section 2 the architecture of the cross-language information retrieval system, in
particular, the linguistic and statistical approaches, the reformulation strategy and the indexing
techniques. In section 3, the search engine of the cross-language information retrieval system
is described, concentrating on document and query processing and strategies used for
bilingual search and for merging the results. We present in section 4 the prototype of the
search engine developed during the European project ALMA (Arabic Language Multilingual
Application) and Section 5 discusses results obtained after submitting questions in Arabic,
English and French.

2. Architecture of the LIC2M cross-lingual information retrieval system

The LIC2M cross-language retrieval system is a weighted Boolean search engine over
syntactic structures produced by a linguistic analysis of the query and the documents. The
system is composed of the following modules [SEMMAR & FLUHR 2004] (Figure 1):
e A linguistic analyzer, that processes both documents to be indexed and queries.
e A statistic analyzer, that computes concepts weights based on concepts database
frequencies only for documents to be indexed.
e A reformulator, to expand queries during the search.
e A comparator, which computes semantic similarity between queries and indexed
documents.
e An indexer to store indexed documents in a database.
e A search engine which searches the indexes for the closest documents to the expanded
queries and merges the results obtained for each language.
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Figure 1: The LIC2M’s cross-language retrieval system architecture.
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2.1. Linguistic analysis

The linguistic analysis, a fundamental part of our cross-lingual information retrieval system,
is composed of several linguistic resources (dictionaries, set of morpho-syntactic categories,
etc.) and processing modules.

2.1.1. Linguistic resources

Each language has its proper linguistic resource components:

e A full form dictionary, containing for each word form its possible part-of-
speech tags and linguistic features (gender, number, etc). For languages such
as Arabic which present agglutination of articles, prepositions and
conjunctions at the beginning of the word as well as pronouns at the ending of
the word, we added two other dictionaries for proclitics and enclitics in order
to split the input words into proclitics, simple forms and enclitics.

e A monolingual reformulation dictionary used in query expansion, for
expanding original query words to other words expressing the same concepts
(synonyms, hyponyms, etc.).

e Bilingual dictionaries used in cross-language querying.

e A set of rules for tokenizing words.

e A set of part-of-speech n-grams (bigrams and trigrams from hand-tagged
corpora) that are used for part-of-speech tagging.

e A set of rules for shallow parsing of sentences, extracting compounds from the
input text.

e A set of rules for the identification of named entities: gazetteers and contextual
rules that use special triggers to identify named entities and their type.

Full form dictionary

All entries are accented, normalized and have linguistic properties like lemma and category.
For Arabic, each entry is vowelled and associated to unvowelled versions as found in texts
and queries. No linguistic properties are assigned to unvowelled entries which are naturally
ambiguous, they are pointers towards the entry with vowels and its linguistic properties.

Unvowelled entries are produced by removing vowels and replacing certain letters: The
vowels .~ areremoved, the characters | | | are replaced by ! and the final characters 3
s ¢ orsarereplaced by 5 ¢ & or e.

The full form dictionary allows us to find all the vowelled entries corresponding to each word
without vowels found in a corpus or a query. These vowelled entries correspond to the
orthographic alternatives of the unvowelled surface word. For example, in the Arabic full
form dictionary, the unvowelled word = has different linguistic properties according to its
different vowellizations (Table 1):

Word Morpho-syntactic tag Lemma
Noun, singular, masculine, in a nominative case

oo Verb, past, 3 person, singular, masculine, active voice
= Verb, past, 3 person, singular, masculine, active voice

| Bl B

o Verb, past, 3 person, singular, masculine, passive voice

Table 1: Different linguistic properties and lemmas according to different vowels of the word.
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This full form dictionary also allows us to find all the normalized entries corresponding to
surface words found in texts. For example, once the word fi?— 19 found in the dictionary
we have access 10 its possible normalizations: (2. (=22 22 =22 {s2 ‘520 which are nouns
or adjectives singular, masculine, in a nominative, accusative or genitive case. All these
orthographic alternatives have = » as a lemma.

To produce the Arabic full form dictionary, we developed an inflector which automatically
conjugates verbs and derives nouns [DEBILI & ZOUARI 1985] [ZOUARI 1989]. This tool
produced 3,164,000 entries from 114,000 lemmas (nouns, adjectives and verbs). The final
dictionary contains also closed lists like prepositions, pronouns, numbers, etc. This
automatically generated dictionary is currently being manually corrected by native speakers.

For the other languages, we have acquired monolingual dictionnaries and modified them
according to the structure of our full form dictionary.

Proclitics and enclitics dictionaries

Arabic proclitics and enclitics dictionaries have the same structure of the full form dictionary
with vowelled and unvowelled versions of each clitic. They contain not only the individual
proclitics and enclitics but all valid concatenations of these as well. No linguistic properties
are assigned to concatenations of clitics. Each component of concatenated particles has its
own linguistic properties. There are 77 and 65 entries respectively in each dictionary.

The table 2 contains some individual and compound entries from the dictionary of proclitics:

| Individual proclitics Compound proclitics
Prepositions: J, 4, — JUs: Composed by the conjunction s, the preposition J and the definite
article J\.
Conjunctions: s, < J&il: Composed by the particles |, the preposition <, the preposition <l
and the definite article J.

Table 2: Individual and compound proclitics

The table 3 contains some entries from the dictionary of enclitics:

Enclitic Enclitic morpho-syntactic tag
2, g, 4 LS Pronouns
Table 3: Some enclitics

Bilingual dictionaries

Bilingual dictionaries are used to reformulate the question in cross-language querying. We
have purchased and modified transfer dictionaries for the following pairs of languages:
Arabic-English, Arabic-French and English-French.

2.1.2. Processing modules
The processing modules are common for all the languages treated by the LIC2M analyzer
with some variation for specific languages:

e Tokenizer.
e Morphological Analyzer.
e Recognizing Idiomatic Expressions.
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Part of Speech Tagger.
Syntactic Analyzer.
Recognizing Named Entities.
Elimiating Empty Words.
Normalizing Words.

The role of the Tokenizer is to split of characters strings into simple words. This tool takes
into account context and segmentation rules to produce hopefully the best segmentation.

The Morphological Analyzer scarches each word in a general dictionary. If this word is
found, 1t will be associated with its lemma and all its morpho-syntactic tags. [t the word is not
found in the general dictionary, it is given a default set of morpho-syntactic tags based on its
typography: For example, a word beginning with an uppercase letter obtains the tags of proper
nouns.

At this point in the processing, an Arabic word that contains clitics will not have been found
in the dictionary. We added a new processing step to the morphological analyzer for Arabic: a
clitic stemmer [BUCKWALTER 2002].

The clitic stemmer proceeds as follows on unrecognized tokens:

e  Several vowel form normalizations are performed (
band final 3 5 & orsarereplaced by ¢s =5 5 or »).

e All clitic possibilities are computed by using proclitics and enclitics dictionaries.

e A radical, computed by removing these clitics, is checked against the full form
lexicon. It it does not exist in the full form lexicon, re-write rules are applied, and the
altered form is checked against the full form dictionary. For example, consider the
token ~15 s and the included clitics (2 . 5), the computed radical 's¢ does not exist in
the full form lexicon but after applying onc of the dozen re-write rules, the modified
radical s s is found in the dictionary and the input token is segmented into root and
clitics as: ad + 598 + 5= ablsa

e The compatibility of the morpho-syntactic tags of the three components (proclitic,
radical, enclitic) is then checked. Only valid segmentations are kept and added into the
word graph. Table | gives some examples of segmentations of words in the sentence
Al pall Al 5 1y g ki el e,

are removed, | ) | are replaced by

Agglutinated word Scegmentations of the agglutinated word
s e T g ey N B
s L+ il lgals
adalall adils 4+ Jr=adala
Alals + [J+ 1] = adalall
W] 8 e + D= a3
Adl e+ [J41] = 2@ jall
Olladla Sdadla s 4+ ) = cldhdla Ll
._Ll;\!t_'s..e +JJ t+ 4 _uaa_L:.AN
akall T [GRa [0 J) = ksl -
258 | 2o+ = uosl
2is— [JH1]= nid
S [o 4 o = 4

Table 4: Scgmentations of some agglutinated words.

118




For example, the agglutinated word 4daldl has two segmentations but only the
segmentation: &dals + JI = &dalll will remain after POS tagging.

In table 4, we illustrate the final result of the morphological analysis of the sentence " &=
Aaas g caball Glladlaall 558 55 el s e 10 o a8 A8l il 5 )1 5 ST Lgala

Word Morpho-syntactic tags

f) Conjunction

e Preposition

—a Verb, Noun, Adjective

la Pronoun

Sty Verb
13003 Noun

J) Article

Al Noun, Adjective

J Article

4l e Noun, Adjective

e —al Verb, Noun

10 Article, Noun, Adjective

e Preposition

o=l Noun, Adjective

=03 Noun, Adjective, Proper Noun
O35 Noun

J Article

Sl adlaa Noun, Adjective
J Preposition, Particle

J Article

aba Verb, Noun _

R Preposition, Adjective, Noun
A Proper Noun

Punctuation o B

Table 5: Results of morphological analysis

The role of Recognizing Idiomatic Expressions is to detect idiomatic expressions and to
consider them as single words for the rest of the processing. Idiomatic expressions are phrases
or compound nouns that are listed in a specific dictionary (the expressions can be non-
contiguous, such as phrasal verbs: "switch...on"). The detection of idiomatic expressions is
performed by applying a set of rules that are triggered on specific words and tested on left and
right contexts of the trigger. For Arabic, we have developed 457 contiguous expression rules.
For example one of the developed rules recognizes in the text ' Al 55" as a whole and
tags the expression as a being a month.

Part of Speech (POS) Tagging, one of the basic and indispensable tasks in the linguistic
analysis, involves assigning to a word its disambiguated part of speech in the sentential
context in which the word is used. Out of context, many words are ambiguous in their part of
speech. For example, the word "= _,—3" can featurc as a noun or a verb. However when the
word appears in the context of other words, the ambiguity is often reduced. For example, in
"abdll Cllailaall s s ol s e 10 s A8 el LAl ) 5 2SIt the word "= 23" can
only be a noun.
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Our linguistic analysis uses positional morpho-syntactic tags, meaning that the tag itself
distinguishes which words can appear before or after another word. For example, for the
Arabic language, there are pre-nominal and post-nominal adjectives. Pre-nominal adjectives
can appear only before a noun and the post-nominal ones appear after a noun. Positional
properties allow a very effective disambiguation, in general.

Our POS Tagger searches valid paths through all the possible tags paths using attested
trigrams and bigrams sequences. The trigram and bigram matrices are generated from a
manually annotated training corpus. If no continuous trigram full path is found, the algorithm
tries to use bigrams at the points where the trigrams were not found in the matrix. If no
bigrams allow to complete the path, the word is left undisambiguated.

Positional morpho-syntactic tags with adequate trigrams and bigrams matrices can completely
disambiguate most of the words with a high precision. Trigrams and bigrams matrices are
extracted from an annotated corpora of 13 200 words for Arabic, 239 000 words for English
and 25 000 words for French.

For example, the Arabic sentence " <ibsiadl 5ssd 55 ol s D 10 a5 48 all L8115 5155 DSl lgla Sy
Sl o g aladll” §s disambiguated by our tagger as follows (Table 6).

Word Morpho-syntactic tag after POSTagging | Correct Morpho-syntactic tag

5 Conjunction Conjunction

e Preposition Preposition

il Noun Noun

) Pronoun Pronoun

x| Verb Verb

B\BY Noun Noun

J! Article Article

Al Noun Noun

J! Article Article

48 o Noun Adjective

e Noun Noun

10 Noun Noun

e Preposition Preposition

ol Noun Noun

=05 Proper Noun Noun

I Noun Noun

J Article Article

Sl bilse | Adjective Noun

J Preposition Preposition

J Article Article

—alad Noun Noun

— Preposition Preposition

e — Proper Noun Proper Noun
Punctuation

Table 6: Results of disambiguation.
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In table 7, we illustrate the results obtained with our POS Tagger for Arabic, English and
French test corpora:

Language Size of test corpora (words) Accuracy (%)
Arabic 2 000 90.26
English 4 000 93.08
French 5 000 93.42

Table 7: Results of POS Tagger

We noticed that more than 50% of errors encountered in Arabic POS tagging result from
confusing nouns and verbs. For example, the word ua—3 in <iaial Agaal 5540l Ga i s
alternately tagged as noun or an adjective. Other frequent errors result from confusing nouns
with adjectives, these two categories are confusable.

The Syntactic Analyzer reveals syntactic structure of the analyzed sentence by using a set of
syntactic rules. For example, the analyzer can split a sentence into nominal and verbal strings
and recognize dependency relations (especially those within compounds). For the moment, for
Arabic, we have developed only a small set of dependency relations to link nouns to other
nouns, a noun with a proper noun, a proper noun with the post nominal adjective and a noun
with a post nominal adjective. These relations are restricted to the same nominal chain.

For example, the system links all these words because they are tagged as nouns and they are

found in a same nominal chain (Figure 2):

I B ) B R

Figure 2: Dependency relations recognition.

The role of Recognizing Named Entities is to extract specific named entities such as names
of persons, locations, organizations, products, events, dates and numbers. Specific named
entities extraction is done by using a same method as that used to recognize idiomatic
expressions. For example, in the Arabic sentence " 10 ua a3 43l jall 4800 5 ) )4 S gl (e
aibaiy ol i 5l O W) Slaky gia alaall el 555 )5 sl s 4", two named entities are
recognized (Table 8).

Named entity Type
Slaky o gia Location
Al yadl Aalaiall s ) 5 Organization

Table 8: Named entities recognition.
The location entity 1s recognized by the rule that stipulates: If we have in the text a word
whose lemma is in this list (F5 208 w8 @ 2 Jwd Jal) followed by a Proper Noun,
this sequence of word is tagged as a location.
Eliminating Empty Words consists in identifying words that should not be used as search

criteria and eliminating them. These empty words are identified using only their parts of
speech (such as prepositions, articles, punctuations and some adverbs).

Finally, words are normalized by their lemma. In the case that we have a set of synonymous
lemmas, only one of these lemmas is taken as normalization.
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It is often necessary to have the morpho-syntactic tag of the word to determine its meaning
and sometimes its gender for nouns. For this reason, we also provide for each normalized
word its morpho-syntactic tag.

2.2 Statistical analysis

The goal of the statistical processing in information retrieval is to be able to compare
intersections between queries and documents, even if they contain different words. The
statistical model is used to give the user a ranked list of documents, according to their
relevance.

Our search engine uses a weighted Boolean model, in which documents are grouped into
classes characterized by the same set of concepts. The classes constitute a discrete partition of
the database. For example, if the query is "nuclear waste" on a database containing only texts
on nuclear plants, the statistical model indicates that documents containing the compound
word "nuclear waste" are more relevant than documents containing the words "nuclear" and
"waste". Documents containing the words "nuclear" and "waste" are more relevant than
documents containing the word "waste" and documents containing the word "wasfe" are more
relevant than documents containing the word "nuclear".

By giving a weight to each word according to its "informativeness", we can weight the
Boolean intersections between the words and phrases of query and those of the document.

2.3 Reformulation

In some cases, the linguistic processing and measure of the weight of the above intersection is
not sufficient to establish a link between the query and the relevant documents. It is necessary
to add a lexical semantic knowledge to the specified field in order to help (through the
original query) the search engine to produce all the possible formulations of the same ideas
that can occur in the various documents, candidate to be relevant. Query expansion is used to
infer from the original query words other words expressing the same concepts. The expansion
can be in the same language (synonyms, hyponyms, etc.), or in different language
(multilingual reformulation) [DEBILI et al. 1988].

2.4 Comparator
A comparison tool efficiently evaluates all possible intersections between query words and
documents, and computes a relevance weight for each intersection.

3. Implementation of the Search Engine

Documents are processed to extract informative linguistic elements from the text parts. The
processing includes a part-of-speech tagging of the words, their lemmatization and the
extraction of compounds and named entities.

3.1 Query processing

All query processing is automatic. Each query is first processed through the linguistic
analyzer corresponding to the query language. The result is a query composed of a list of the
linguistic elements extracted from the analysis. These elements are called the concepts of the
query. Each concept is reformulated into search terms in the language of the considered index,
either using bilingual dictionaries or, in the case of monolingual search, using monolingual
reformulation dictionaries.

3.2 Search and Merge strategies

For each language, the search engine retrieves for each term the documents containing the
term. A concept profile is associated with each document, each component of which indicates
the presence or absence of a query concept in the document (a concept is present in a
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document if at least one of its reformulated search terms is present). Retrieved documents
sharing the same concepts profile are clustered together. This clustering allows for a
straightforward merging strategy that takes into account original query concepts and the way
they have been reformulated: since the concepts are in the original query language, the
concept profiles associated with the clusters formed for different target languages are
comparable since they are linked to the original language concepts, and the clusters even from
different languages having the same profile are simply merged. To compute the relevance
weight of each cluster, we compute a cross-lingual pseudo-idf weight of each concept.

4. The ALMA Prototype
The basic components of the ALMA prototype interact according to the following workflow:

e A Linguistic Analyzer: The output of this module is a list of pairs associating a word,
which 1s a normalized form of either a simple word (its lemma), a compound noun or a
named entity with its morpho-syntactic tag.

e An Indexer, which builds the inverted files of the documents on the basis of their
linguistic analysis: one index is built for each language of the document collection.

e A Query Processor, which reformulates queries on the basis of their linguistic analysis
to suit the search (monolingual and multilingual reformulations): one reformulated
query is built for each language of the document collection.

e A Search Engine, which retrieves the ranked, relevant documents from the indexes
according to the corresponding reformulated query and then merges the results
obtained for each language taking into account the original terms of the query (before
reformulation) and their weights in order to score the documents.

e A Translation Engine, which is used to translate the retrieved documents (Systran
Translation Engine is used via its web API form the Search Engine User Interface).

The user can enter a query in natural language and specify the language to be used. In the
example of the Figure 3, the user entered the query “olzal! 2 )l 53,12 and selected the Arabic
as the language of the query.

Subme T iy

_ MNE W _sSYSTRAN s

Figure 3: Queries user interface.

Relevant documents are grouped into classes characterized by the same set of concepts of the
query. The classes constitute a discrete partition of the database (Figure 4).
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Figure 4: Search results user interface.

The table 9 illustrates some classes corresponding to the query “sluall 3 523 11", The query
term "ol 3))se 313" is a term composed of three words: sk, 2)) s« and 3,3 This compound
word is computed by the syntactic analysis module.

Class Query terms Number of retrieved documents
1 olia 3 )l sa 3,0 14
2 slie 3 )l geed )l ga 3 la) 18
3 .‘._)l_,.n E_JL‘&! wL'I.a 9

Table 9: First classes corresponding to the query "sbsall 3 )l 30 3 )2},

Terms of the query (or the expansion of these terms) which are found in the retrieved
documents are highlighted as illustrated in the Figure S.
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Figure 5: Highlighting query terms in retrieved documents.
5. Results

Our search engine has been tested on a multilingual corpora provided by partners of ALMA
project. This base contains 50 non parrallel documents related to water, sustainable
environment and tourism for each of the following languages: English, French and Arabic.We
have found that results are better for English and French than for Arabic. A first analysis of
the results suggests several possible adjustments:
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e Monolingual reformulation introduces too many rare synonyms (or synonyms of rare
senses of the words) that cause non-relevant documents to be retrieved. To improve
the relevance of added terms the monolingual reformulation dictionaries must be
revised.

e The importance of named entities was neglected in the queries we submitted. Giving a
more importance to named entities, with added weight, should improve the results.

6. Conclusion

The results we obtained show that it is possible to do cross-language querying in a very robust
way using linguistic, statistical approaches and bilingual dictionaries. However, inferior
results obtained for Arabic Part of Speech tagging demonstrate the impact of the choice of the
adequate morpho-syntactic tags and the size of the training corpora on the quality of
disambiguation. To improve the quality of linguistic analysis for Arabic, we are currently
working on finer morpho-syntactic tags and on the extraction of trigrams and bigrams sets
from the Penn Arabic Treebank corpus (about 100,000 annotated words) [MAAMOURI &
Al. 2004]. In addition, we are trying to improve the quality of the results by making the
adjustments mentioned in Section 5.
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