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Abstract

This paper presents an automatic summarizer for Arabic texts. The main goal of a
summarizer is to produce a condensed version of the content of an input text for various
users. The approach exploits mainly the expressions of the language present in the text
denoting sentences’ relevance according to the author’s point of view regardless of the
domain. The summarizer selects the most relevant sentences based on linguistic
knowledge in the form of linguistic patterns representing language expressions and word
lists. Language expressions express the language knowledge and are independent from
any specific domain. The paper presents the linguistic acquisition process which feeds the
linguistic knowledge base, the architecture of the system including three modules, and the
system implementation.
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1. Introduction

On-line document sources, such as the Internet, provide nowadays huge amounts of daily
information destined to various users. In order to help users find useful information,
search engines have been made available. However, as information is increasing, search
engines retrieve a quantity of documents that need to be analyzed in order to select the
needed information. Automatic summarizers seem to be good candidates for this task as
they produce a condensed version of the original text to the comfort of the user who will
be able to decide on the relevance of the original document.

Along with various approaches that have been used, we have developed a linguistic
knowledge based approach [1, 2, 3] that uses mainly linguistic knowledge to summarize
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texts. Our approach exploits the expressions of the language present in the text denoting
the relevance according to the author’s point of view regardless of the domain.

The summarizer presented in this paper uses a linguistic knowledge base including
linguistic patterns mapping language expressions and word lists to summarize Arabic
texts. The architecture of the system includes three modules and a set of language
processing tools that allow processing, identifying and then a selection of relevant
sentences of a text based on their content.

The remaining sections of this paper are organized as follows: Section two gives an
overview of approaches used in automatic summarization. Section three presents the
knowledge acquisition of linguistic knowledge. In section four we present the
architecture and the implementation of our system. Finally, section five concludes this
paper with future directions to extend this work.

2. Summarization Approaches (Related Work)

Since the paper of Luhn [4] dating more than forty years back various approaches have
been proposed and used to develop summarization systems [3, 5|. These approaches have
emanated from different disciplines hence using different methods. For disciplines such
as artificial intelligence and cognitive psychology “summarization is understanding”, the
system needs to understand the text to be able to summarize it [6, 7, 8]. These approaches
require a representation of the text content, which is then reduced to the minimum, and
finally a summary is generated from the reduced representation. These approaches are
supposed to deliver high quality summaries comparable to those produced by the human
however; it necessitates huge language resources and sophisticated natural language
processing tools capable of analyzing and representing subtle details of the language.
Most of the systems developed within these approaches are laboratory restricted; they are
able to process generally texts related to a specific domain.

As an alternative to the above approaches, natural language engineering which aims to
solve a variety of real-life problems, offers more practical approaches. They consist in
extracting the most relevant sentences of a document in order to provide a summary. The
objective is to implement systems capable of producing summaries suitable for targeted
tasks and users. These approaches are more appropriate to process large amounts of texts
in different domains. In this section we describe three summarization approaches namely
statistical-based, discourse structure-based, and linguistic knowledge-based approaches.

Statistical-based approach relies mainly on the selection of sentences based on term
frequency [4, 9]. The method uses some linguistic knowledge to identify a list of stop
words (“words that carry no significance”, e.g. conjunctions, prepositions, connectors)
that are to be excluded from the frequency calculation, and possibly identifies in addition
a list of cue phrases (for instance “significant”, “impossible™, “hardly”) to be used to
support the selection of sentences. Not unlike information retrieval systems [10, 11],
statistical-based approaches are suitable to deal with relatively large amounts of texts
however they deny absolutely any semantic in the analysis of the user’s query as well as
the text content.
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Discourse Structure-based approach aims at building a tree-like discourse structure of the
text based on the linguistic expressions that state different kinds of relationships between
sentences [12, 13]. This tree structure is used to define a salience function in order to
select the more relevant sentences. Toshiba Company has developed a system based on
this method. The system builds a rhetoric representation of the text that highlights all the
rhetoric relationships between the sentences of the text (by using mainly linguistic
markers such as connectors). Then, it computes the relationships between paragraphs of
the text. This representation is then used to remove the relationships that are less relevant.
For instance, in the sequence: “sentencel. Thus sentencel”, sentence? is more relevant
than the sentencel since sentence? abstracts sentencel. By performing such deletions of
irrelevant sentences, the system produces an extract with the remaining relevant
sentences. This method supposes the existence of linguistic connectors based on which
the discourse structure is build; it is hence specific to particular genre of texts.

Linguistic Knowledge-based approach uses mainly linguistic words and phrases to extract
sentences from a text [3, 14]. The approach analyzes a sentence in order to identify those
words and phrases expressing its relevance according to the author’s point of view. This
approach is suitable for processing texts in various domains since words and phrases are
not tied to a specific domain. SERAPHIN [2, 3] is a system developed according to this
method. It uses a linguistic knowledge base and a set of rules that attribute labels to
sentences. Then, sentences are extracted according to a label-based strategy and the
length of the final abstract. In order to deliver a readable and coherent extract
SERAPHIN uses a set of coherence rules which are used to solve references in the
summary.

3. Summarization of Arabic texts

Summarizing Arabic texts in this paper consists in extracting the relevant sentences by
using a variety of contextual information. In general, the context surrounding words is
very significant when it comes to identify some semantic features of sentences. Indeed,
the presence of specific linguistic expressions or words in a sentence, their order and
relative locations convey the discursive intention of the author which is assigned a
semantic label. For instance, linguistic expressions such as: "Jiall 13 3 L jis" (“in this
paper we present ") represents a thematic statement, "45a3 laa age" (“i7 is very important
to notice”) represents a highlight statement and "Jsill iada a1 (“in sum, to
conclude ) denotes a conclusion statement. These semantic labels assigned to sentences
allow us to select the more relevant sentences.

In order to be able to analyze texts it is important to collect the linguistic expressions and
to categorize them under semantic labels. This work is done during the knowledge
acquisition phase which objective is to feed our system with the necessary linguistic
knowledge to be used for summarization.

3.1. Linguistic Knowledge Acquisition and Modeling

A major obstacle facing the development of natural language engineering systems
intended to deal with unrestricted text is the need for large amounts of linguistic
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knowledge to handle the complexity of language [15, 16]. By linguistic knowledge we
mean the linguistic expertise that an expert linguist make use of to solve a problem
related to the language. Depending on the nature of the problem to solve, linguistic
knowledge needed may vary significantly from morpho-syntactic knowledge available in
machine-readable dictionaries until deep knowledge describing subtle detail about
semantic representation of words of the language. In order to encode linguistic
knowledge into a program, we need to go through a crucial phase in knowledge
engineering that is Knowledge acquisition. Knowledge acquisition aims at transferring
the problem solving expertise from an expert or some knowledge source to a program.
Generally the transfer is accomplished by a series of interviews between a domain expert:
the linguist, and a knowledge engineer who then writes a computer program representing
the knowledge.

Generally, knowledge acquisition is done through a four steps cycle Elicitation,
Representation, Implementation and Validation. Elicitation consists of identifying and
classifying the linguistic data and defining models that can map it. This step has been
carried out mainly from a set of texts selected from online Arabic newspapers'. This
process resulted in the identification of a set of linguistic patterns and the corresponding
word lists. Representation consists of representing the knowledge in a formal language so
that to be closer to the implementation. Then, the representation of the expertise must be
turned into a runnable program. This is done in the Implementation step where the
expertise has been expressed into the JAVA language. Validation is the last step where
the expert has to test and verify the missing, incomplete or incorrect system data and
rules.

3.2. Linguistic pattern acquisition

The expression of the Arabic linguistic expressions for summarization can extremely
vary in terms of the grammatical structure and the vocabulary used. Fortunately, the
number of the expressions frequently used to for each semantic label is relatively limited.

Semantic Label Linguistic Pattern Linguistic Expressions
Objective LVNobjective + LNpaper Jall daiy
LVNobjective + LNauthor allia By p
Nyt
Thematic LVthematic + LNpaper Jal (3 ki
LVthematic + LNauthor wam Jual 1aa
S~ 5l

Table 1 — Linguistic expressions and their corresponding patterns.

The first step towards defining linguistic patterns is to collect these expressions from
corpus. This process has been done manually using a collection of texts. Linguistic
expressions are then grouped under common linguistic patterns. Table 1 shows some of

' The texts are selected mainly from Al Ahram (htp: www.ahramore.ce
(hup: www daralhayat.com ) newspapers.

) and Al Hayat
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the linguistic expressions collected, their corresponding patterns and the associated
semantic labels.

The right column of Table 1 shows the expressions corresponding to statements as found
in corpus. The column in the middle includes the linguistic patterns that resulted from the
aggregation of the expressions. The left column lists the semantic labels associated to the
linguistic pattern.

3.3. Word list extension

Once the linguistic patterns and the word lists are defined, an important step is to extend
the word lists so that to extend the language coverage of the linguistic patterns. Adding a
word into a list must be done carefully. In general, synonyms are the first candidates to
check. However. the set of synonyms as provided in dictionaries is too broad and
encompasses the whole language. A fully automatic acquisition of synonyms from
machine-readable dictionaries can give very odd results. This is why the extension needs
to be controlled by two constraints. The first constraint is to consider the synset (synonym
set); a set of words that are interchangeable in some contexts. This interesting feature is
available in some machine-readable dictionaries”. The second constraint is to substitute in
the original context the new word and then present it to the linguist who needs to validate
the addition of the word in the targeted list. Therefore. word list extension is done mainly
by contextual synonymy leaving the final decision to the expert.

List name Common meaning Word List '
| L\r\robjecti‘,e Laill ol sd..i:gl [TEr LYY s.J'IJ| ey e el
ik “laia i..‘.]_)n 'u;\,"lll.‘: i.uj.a_)l:-
¥ Nsaner JEN [ o iy i ) 3 i« Nia
bR (U058 el (Zyanegm yial ol
_,sa')ljasL:ﬁ.),'.‘:&;e.).q:E..a
LV thematic Gl | OBl o m e 2 02 (3
s.]n.._. s.:_!.;':j e.‘-:\...u s_):). nc.a.aj‘ tz’té_'li
Ia:?é 6_1_).....-
: sl ccalge (Al (38U ¢ jae cZaaly (oS |
LNauthor ’ ¥ S|
L

Table 2 — Word list extension.

Table 2 shows the extended word lists corresponding to the linguistic patterns of Table 1.
The first column is the list name as used in the system. The second column is the
common meaning of the words included in the list. The third column presents the list of
words.

" Sakhr's dictionary Al Qamoos (hip: qamoos.sehhir.com ) has a set of synonvms associated with
practically cach dictionary entry. Microsoft Word has a thesaurus including svnonvms.
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4. System Implementation
4.1. System Architecture

The summarization system architecture is presented in Figure 1. It includes three main
modules. The Text Processing module is in charge of pre-processing the text in order to
tokenize the text and split it into sentences. Then a stemmer reduces the words into their
canonical form. The Sentence Identification module uses the linguistic database to
identify all the words in the word-lists resulting from the knowledge acquisition phase.
Then, the matching algorithm attempts to match the patterns with the sentence words.
When a pattern matches an expression present in a sentence, the algorithm associates to
the sentence the semantic label corresponding to the pattern. The Sentence Selection
module selects the most relevant sentences of the text according to a compression factor
defined by the user, and using a selection strategy that stipulates semantic label priority.
At present, the strategies are not well defined, however we expect to define in the near
future a couple of strategies representing different user needs.

'3
%
"
) Linguistic 4
Stemmer Database Compression
& | || =
lokemezer Malching L Strategies

\ / \_ Algorithm y,
b

Text Sentence Sentence -

Processing Identification Selection .

Text | Summary

Figure 1 — System Architecture

4.2 Java based implementation

The system is implemented in JAVA programming language for many reasons i) it is
platform independent, ii) it fully supports Unicode for Arabic characters, i) it offers a
large collection of ready made software components that provide useful graphical user
interface capabilities, and iv) the possibility to run the system onto a browser.

The linguistic word lists are implemented as a database using Cloudscape’ that is a pure,
open source-based Java relational database management system which can be embedded
in Java programs and used for online transaction processing. Cloudscape is a platform-

*Cloudscape™ V10.0 is a product of IBM. For more details see: wwuw cloudscape.com
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independent database that integrates tightly with any Java-based solution. It can run on
any standard Java Virtual Machine, allowing developers to "write once, deploy
anywhere".

In order to create our database and insert the linguistic words, the following segment of
code has been used

Class.forName ("com.ihost.cs.jdbc.
CloudscapeDriver") .newInstance() ;

Connection con = DriverManager.getConnection ("jdbc:cloudscape:
. ./database;create=true", "root", "secret") ;

Statement s = con.createStatement () ;

s.execute ("create table linguisticWords
(name VARCHAR (100), index INTEGER)") ;

String fixed [] = new String [3];

fixed = StreamConverter(3,"lang.txt");

for(int 1=0;i<3;i++)

{
System.out.println("fixed: "+fixed[i]);
s.execute ("insert into linguisticWords
values ('"+fixed[i]+""', "+i+m)");
}

4.3. Matching Algorithm

The matching algorithm is a component that has already been used in other applications
[17]. It matches linguistic patterns to sentences. It is completely decoupled from the data
so that to allow the system to be updated easily. Hence, the linguistic patterns and the
word lists can be updated without affecting the algorithm and vice-versa. The matching
algorithm is implemented with three pattern matching options including the Pure
Sequential, Sequential and Random search modes. These options were implemented in
order to cope with the diversity of words to search for and to provide different search
constraints which allow to loose or tighten the search depending on the texts to deal with.
The Pure Sequential search mode represents the highest constrained search since it forces
the system to match the words of the pattern with expressions in the text appearing in a
strict consecutive order. Using this search mode no intermediate text tokens are allowed
between the words of the patterns. The Sequential search mode requires the matched
words to be in sequence but accepts the presence of alternate words inside the matched
expression. The Random search mode necessitates the presence of all the words of the
pattern in the sentence with no specific order.

Furthermore, the algorithm considers the length of the pattern (number of words in the
pattern) as another constraint. Actually, the patterns are ordered according to their lengths
and the algorithm starts with the most restrictive patterns that are patterns with the
highest length. If no result is found, the algorithm considers the lower length patterns.
This way of considering patterns allows the system to be more accurate in matching
patterns and hence attributing usually the right semantic labels to sentences.
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4.4. Graphical User Interface

Our system offers Arabic and English graphical user interfaces (GUI). Figure 2 shows the
Arabic GUI version. The header of the main window presents the main menu which
includes a set of facilities related to: i) the file to summarize, ii) tools related to the
management of the word-lists in the database, iii) options for editing the original text and
the summary, and finally iv) a help to ease the use of the system. In order to use the
system, the user need to choose a text, specify the reduction ratio to apply to the original
text and the matching option for matching linguistic patterns, these options are present in
the right side of the main window. The original text' is displayed in the upper text
window and the summary is displayed in the lower window.

& Welcome To Arabic Text summarization

Fig 2 — The graphical user interface

* The original text in Figure 2 (upper text window) is an article from Al Ahram newspaper dated on 29"
May 2001 written by Mohammed Ibrahim Al Chouch. The summary (in the lower window) represents 25%
of the original text.
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5. Conclusion

Summarization is gaining increasing interest while online information is overwhelming
our everyday life. A summarizer main goal is to produce a condensed version of the
content of an input text for various users. It is an elegant solution for users who are facing
the thousands of web pages generally retrieved by the web scarch engines. The
summarizer presented in this paper is able to summarize Arabic texts based on linguistic
knowledge in the form of linguistic patterns and word lists representing language
expressions. Language expressions express the language knowledge and are independent
from any specific domain.

Our future work will be oriented toward two main directions: i) extend the linguistic
knowledge base including linguistic knowledge to have reasonable language coverage.
and ii) define a set of strategies to produce summaries based on user models.
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