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Abstract 
In this paper a new approach for voice 
activity detection (VAD) is proposed. 
This technique is based on homogeneity 
test of two autoregressive (AR) processes; 
each one models a speech window and 
involves the measure of a defined dis-
tance. The homogeneity test is formulated 
as a hypothesis test with a threshold de-
rived analytically according to a user-
defined false-alarm probability. Results 
using Aurora database shows the effec-
tiveness of the proposed technique com-
pared to other methods and standards. 
Keywords: voice activity detection, ho-
mogeneity test, autoregressive process. 

1. Introduction 
The Voice activity detection (VAD), or 
commonly named speech activity detec-
tion, refers to a set of signal processing 
methods used to detect speech (or non-
speech) segments in an audio stream [1]. 
When speech signals are transmitted or 
processed, noise is brought in inevitably. 
Thus, a variety of audio and speech pro-
cessing applications, including speech 
enhancement; voice coding, speaker 
recognition, speech segmentation and 
labeling, need a VAD operation. 
Systems using VAD avoid processing 
(coding, transmitting …) frames with non 
speech segments in audio stream. This is  
 

very important for systems using autono-
mous power supply.     
In a speech segmentation process, a well-
designed VAD highly improves the per-
formance by enhancing the accuracy and 
by reducing the computational cost. 
Speakers’ modeling needs only speech 
segments to discriminate different speak-
ers. Furthermore, eliminating non-speech 
segments (noise, music, and silence 
zones) reduces the processing time.     
The required characteristics for an effi-
cient VAD are [2]:  robustness, accuracy, 
adaptation, simplicity, real-time pro-
cessing and no prior knowledge of noise. 
Among these characteristics, robustness 
in noisy environment has been the most 
difficult objective to attain.   
A review of the state of the art in VAD 
techniques shows that a variety of algo-
rithms has been proposed. These algo-
rithms may be grouped into two catego-
ries [3]: algorithms of the first category 
use time-domain features, such as tech-
niques based on short-time energy [4], 
and zero-crossing rate algorithm [5]. Al-
gorithms of the second category are based 
on frequency-domain analysis of speech 
signal, such as the frequency band vari-
ance [6] and wavelet analysis [7]. 
Many other works have been carried out 
by focusing on signal features’ fusion [8].  
Looking for new VAD approaches is still 
of interest to many researchers [3].      
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The main drawback of the majority of 
VAD algorithms is the decrease of their 
performance in low signal-to-noise ratio 
(SNR) levels and with change of the noise 
source. Hence, finding robust VAD algo-
rithms in such conditions would be of 
great interest.  
In the present work, we propose a new 
VAD approach.  It is based on a homoge-
neity test of two autoregressive (AR) 
processes, and involves the use of a dis-
tance as a test statistic. 
This paper is organized as follows: Sec-
tion 2 introduces the proposed approach 
and defines the procedure of the VAD. 
Experimental results are presented in 
section 3. Finally, a conclusion is given in 
section 4.  

2. Proposed approach 
In this section, we describe the procedure 
to detect the voice activity by using a 
homogeneity test of two AR processes. 
Throughout this paper, X(n) and Y(n) will 
refer to two distinct AR processes; where-
as,  and  will refer to their orders:  

                                                     (1) 

                                                     (2) 

where 

 and 
 

are the AR models coefficients. 
,  are two independent and 

identically distributed random variables, 
with zero means and with respective vari-
ances  and . 
The main purpose for adopting AR mod-
eling is its ability to provide the same 
resolution as that provided by the FFT 
method, but with smaller sample sizes. 

This makes the AR approach more advan-
tageous, especially for real-time imple-
mentation.  
An interesting characteristic of an AR 
process is the fact that estimating the first 
p + 1 autocorrelation functions, leads to 
entirely defining the process, i.e.: estimat-
ing the coefficients  and the noise 
variance  . This is done by using the 
Yule-Walker equations:  

  

                                              (3) 
 
where 

;  is the autocorrelation 
function of X(n) and  is the 
Kronecker function. A similar equation is 
used for Y(n). 
The coefficients  are estimated 
using the Levinson-Durbin algorithm 
[10]. It is a recursive method that takes 
advantage of the Hermitian Toeplitz 
structure of the autocorrelation matrix.  
The AR model is determined by the mod-
el order ( .  or .) and the 
cients . The most used criterion 
for selecting the model’s order is the 
“Minimum Description Length” (MDL) 
[9] defined as follows: 
 

     (4)                                   

where N is the data length and  is the 
prediction variance error associated with 

.  
After estimating the necessary parame-
ters, they are used to calculate the power-
spectrum densities  and , of 
X(n) and Y(n), respectively, as follows :  
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                 (5) 

                 (6) 

Let  denote the following non-
negative ratio:  

    (7)                                            

In order to test the homogeneity of the 
two AR processes X(n) and Y(n), let us 
introduce the following distance, denoted 

 [11], that involves the ratio :  

                             (8) 

An interesting property of this distance is 
that  iff  where c is an 
arbitrary positive constant. The following 
test will be based on this property. 
Voice activity detection based on homo-
geneity test of two AR processes will be 
seen as a hypothesis test involving the 
distances  as its statistic: 
 

(9)                 

                                                                   
Given two frames (segments) of the ob-
served signal (see Figure.1), with N sam-

ples, and separated by M samples to guar-
antee the independence assumption of the 
two frames, we identify: in the first frame, 
an AR process, denoted by Y(n) and, in 
the second frame, another AR process, 
denoted by X(n).   
Processing the entire audio stream will be 
accomplished using two sliding windows.  
Depending on the position of the slider, 
the two windows can be described by one 
of the two cases of the binary hypothesis 
testing: 
 Under the null hypothesis , there 

is only noise in the first frame ; 
 Under the alternative hypothesis , 

the first frame contains speech signal 
with noise. 

The sliding offset can be one sample or a 
block of samples.  It is chosen so as to 
make a trade-off between the accuracy 
and the computational cost.  Figure 1 
illustrates such a process. 
 
 
 

 

Figure 1:  VAD procedure using two sliding 
windows 

According to [11], the distribution of the 
statistic  is given by:  
Under the alternative hypothesis  : 

                  

where   the variance of the normal 
distribution ;  = the biais of the distance; 
N= the size of the frame;  = the estimat-
ed value of   
Under the null hypothesis  :  

 

 

AR(Px) AR(Py) 

N N M 
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 in distribution              (11) 
where:  is the Chi-2 distribution with p 
degrees of freedom. 
With these two distributions, we may use 
the Neyman-Pearson formalism to go 
through hypothesis testing. Such a test 
involves the choice of a significance level 
α (the false-alarm probability) and the 
estimation of the decision threshold  in 
order to detect the change points between 
speech and non-speech segments.  
Setting the false-alarm probability to a 
fixed value (typically 5% or 1%), the 
probability of false alarm can be ex-
pressed as follows [4]: 
                          (12) 

The threshold can be get using Chi-2 look-
up table.  Accordingly, the detection prob-
ability is given by the following expres-
sion: 

                          (13) 
where  and  denote the probability 
under the alternative hypothesis and the 
null hypothesis of the statistical test, re-
spectively. The following steps resume the 
proposed approach:  
  

 

 

 

 
 
 
 
 
 
 
 

It is important to note that with long 
frames, the estimation of AR parameters is 
more accurate. On the other hand, due to 
the non-stationary nature of the speech 
signal, the processing is performed on 
short frames. Therefore, the length of 
frames is chosen so that to make a trade-
off between the accuracy of parameters 
estimation and the non-stationary nature of 
speech signal. 
A second variant of the proposed tech-
nique may be used. In this case, only the 
first frame will slide along the audio 
stream. We assume that the second frame 
is fixed and contains only noise. As soon 
as the first frame reaches a speech seg-
ment, the quantity  exceeds the thresh-
old . Figure.2 illustrates this procedure:

   
 
 
 
 
 
 

Figure 2:  VAD procedure using one sliding 
window 

In this case, the AR process X(n) is as-
sumed to be white noise with variance   
The ratio  will be expressed as: 

 

                                                   

                                 (14) 

where   replaces the quantity   

An important property of the distance 
 is given by [11]: 

                         (15) 

 

 

AR(Px) AR(Py) 

N N 

Setting N, M (frames length and separation) 

 

Computing  and   

 
Computing  and   

 
Setting Pfa (e.g: α = 5%) and getting  (Chi-2 

look-up table) 

 

If  then a change occurred from speech 
to non-speech segment or vice-versa. 

 

Estimating  using Levinson-
Durbin algorithm 
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where λ stands for a positive constant. 
We substitute in (8),  previously 
defined in (14).  The statistic now be-
comes:  
 

   

                                                                
(16) 
In this case, the distribution of the statistic 

  will be as follows:  
1) Under the alternative hypothesis  : 

  
 

Where  is defined in [11]. 
2) under the null hypothesis  :  

  
                        (18) 

The VAD process is faster in the second 
variant than in the first one.  
The statistic values obtained will be fil-
tered in order to decrease the false-alarm 
probability and the probability of miss. 
This is mainly a smoothing procedure. 
First we set a minimum period of time for 
both speech and silence segments, then, 
we eliminate segments misjudged. The 
final results will be binary values; where 
“0” stands for non-speech segments, and 
“1” for speech segments. 

3. Experimental results 
In this section we assess the performance 
of the proposed approach throughout sev-
eral tests. We perform our experiments 
using Aurora database [12].  Several SNR 
levels are used; ranging from 25 dB to –5 
dB. Test signals are divided into three 

noisy conditions: « Quiet », « Low » and 
« High ». Many sources of noise are 
used (train, babble, restaurant, street, air-
port and exhibition hall).  
The obtained results are compared to that 
of SOHN algorithm [13], from 
« voicebox » toolbox, and different VAD 
standards such as G.729 [14], AMR1/2 
[15] and AFE (FD/WF)[16].  
Several VAD performance criteria are 
used in the literature.  The most used ones 
are [1]: 

 Non-speech Hit-Rate, denoted by 
HR0, and expressed by : 

                                       (19) 

 Speech Hit-Rate, denoted by HR1, 
and expressed by : 

                                       (20) 

 
where  and   are the number of 
detected non-speech and speech segments 
(frames). and   are the true num-
ber, taken as reference, of non-speech and 
speech segments (frames). The reference 
labels are set manually or by using a VAD 
algorithm not already used in the tests. 
Clean signals (without noise) of the data-
base are used to label each signal seg-
ments as speech or no-speech for refer-
ence.      
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Figures 3a, 3b and 3c illustrate the VAD 
results obtained with the proposed method 
(green line in Figure.3.c) and compared to 
a VAD reference (red line in Figure.3.c). 
The test signal is taken from Aurora data-
base with an SNR level of 0 dB (high 
noise condition). It is clear that all speech 
segments are successfully detected, and 
hence, the proposed technique has a satis-
fying degree of robustness against noise.  
Figure 4 illustrates the result of using 
SOHN algorithm. We can notice that 
some non speech segments, at the begin-
ning of the signal, were detected as 
speech frames (with high probability of 
presence of speech). 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Furthermore, some highly noised speech 
frames were detected with low probability 
of presence of speech. The results of 
evaluating the performance of the pro-
posed method using HR0 and HR1 criteria 
are reported in Table 1.  
These results reveal the effectiveness of 
the proposed technique when compared to 
other methods. The proposed technique 
outperforms the G729 and the AFE in all 
cases. For the comparison against the 
AMR1 VAD, our proposal gives better 
performance in terms of HR0 than the 
AMR1. However, it is slightly less effec-
tive in terms of HR1. 
 
 
 
 

 

0 0.5 1 1.5 2 2.5 3

x 10
4

-0.5

0

0.5
(a)

0 20 40 60 80 100 120 140 160 180
0

100

200
(b)

0 0.5 1 1.5 2 2.5 3

x 10
4

-1

0

1
(c)

 

 

VAD proposed
test signal
VAD reference

 
0 0.5 1 1.5 2 2.5 3 3.5 4

0

0.5

1

Time (s)

Pr(s
pee

ch)

Sohn VAD

0 0.5 1 1.5 2 2.5 3 3.5 4
-0.4

-0.2

0

0.2

0.4

Spe
ech

Original signal

Figure 3: Proposed VAD results: 
(a) signal+noise (b) D distance (c) final result 

 

Figure 4: VAD with SOHN (threshold in red line) 
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Method 
SNR Level 

Quiet Low High 
HR0 HR1 HR0 HR1 HR0 HR1 

Proposed 87 95 75 97 65 93 

G729 24 80 21 66 20 70 

AMR1 50 97 11 98 5 97 

AFE 
(WF) 52 93 59 90 70 86 

  
 
Nonetheless, if we take the mean of the 
two measures, HR0 and HR1, the pro-
posed algorithm gives better performance. 
Other criteria are used to assess the per-
formance of VAD algorithms, such as the 
detection probability as a function of the 
false-alarm probability. This is illustrated 
by ROC (Receiver Operating Characteris-
tics) curves [1]. Samples of these curves, 
with different noise conditions are report-
ed in Figures 5, 6 and 7.  
The results depicted in figures 5, 6 and 7 
show the usefulness of the proposed ap-
proach, in different noise environment 
(different noise sources and levels), when 
compared to the VAD standards: G729b, 
AMR and AFE. Furthermore, good com-
promise between false-alarm and detec-
tion probabilities is obtained. 

 
Figure 5: Pd Vs Pfa for Quiet signals 

 

Figure 6. Pd Vs Pfa for Low-Noise signals 

 

Figure 7: Pd Vs Pfa for High-Noise signals 

4. Conclusion 
In this paper, a new VAD approach is 
proposed. This approach is based on a 
homogeneity test of two AR processes, 
where each one models a sliding speech 
window and involves the use of spectral 
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distance as a test statistic. The detection 
threshold is set analytically; which is 
advantageous in such processes. Experi-
mental results have revealed the effec-
tiveness of this method in noisy environ-
ments. No prior knowledge of the noise is 
needed. Two variants are possible with 
different computation load. Furthermore, 
the sliding step can be adjusted for a more 
scalability and trade-off between com-
plexity and precision, which makes the 
approach suitable for real-time applica-
tions. 
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